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Abstract 
Data mining techniques have been widely applied to predict stock prices. This study intends to predict 
whether a particular day is a “buy-day” or a “not-buy-day”. A day is called a buy-day if the stock closing price 
is expected to rise over 10% in a coming period (say, 80 days); otherwise, it is called a not-buy-day. We 
applied to 12 data mining (DM) techniques to make the buy-day decision, which is essentially a binary 
classification problem. For each DM technique, 13 economic and stock trading variables are selected as 
input features and the output involves two states (buy-day or not-buy-day). The stock price of a Taiwanese 
company (TSMC) in 10 years (Jan. 2007 - Dec. 2016) is used as a case study. Data of the first 8 years are 
used in training and the last 2 years are used in testing. Numerical experiments reveal that average annual 
rate of return ranges from 15%-25% for the 12 DM techniques; and the one (k-Nearest Neighbors) outper-
forms the others. 
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1. Introduction 
Data mining (DM) techniques have been 

widely in predicting stock prices. Most prior 
studies focused on predicting stock pric-
es/indices of next trading day. Considering 40 
possible input variables, Laboissiere et al. 
(2015) forecasted the maximum and minimum 
stock prices of power distribution companies in 
the next day. Yan et al. (2017) considered six 
input variables and predicted the closing-index 
of Shanghai composite index in the next day. 
Zhang et al. (2017) proposed a hybrid data 
mining method to predict four stock indices in 
the next day. Instead of predicting stock prices, 
some studies (Inthachot et al. 2016; Liu et al. 
2016; Chong et al. 2017) predicted the 
up/down of a stock in next day. Furthermore, 
Oliveira et al. (2017) used microblogs (e.g., 
Twitter) to forecast daily stock market variables 
like trading volume in next trading day.  

A few studies attempted to predict stock 
prices in a future time horizon. For example, 
Zhang et al. (2016) proposed a method, which 
models the stock price trend (up, down, or flat) 
in a certain period of time (e.g., 30 days), and 
applied machine learning techniques to classify 
the period in order to identify buy/sell points. 
Shynkevich et al. (2017) examined the perfor-
mance of a predictive system in different com-
binations of forecast horizon (1-30 days) and 
input window length (3-30 days), by using 
technical indicators as input and future stock 
price movements as output. 

Considering a future time horizon (say, 80 
days), this research attempts to predict whether 

a day is a “buy-day” or a “not-buy-day”. A day 
is a buy-day if the stock closing price is ex-
pected to rise over 10% in the coming time 
horizon (e.g., 80 days). The “buy-day” decision 
is a binary classification problem, which herein 
is to be solved by applying 12 different data 
mining (DM) techniques. For each DM tech-
nique, 13 economic and stock trading variables 
are used as input variables (also called features); 
and the output involves two states (buy-day or 
not-buy-day). The stock prices of a Taiwanese 
company (TSMC) in 10 years (Jan. 2007 - Dec. 
2016) are used as a case study. Given a DM 
technique, data of the first 8 years is used to 
train a classifier; and data of the last 2 years is 
used to test the classifier. Numerical experi-
ments reveal that average annual rate of return 
ranges from 15%-25% for the 12 DM tech-
niques; and the one (k-Nearest Neighbors) out-
performs the others. 

The remainder of this paper is organized 
as follows. Section 2 presents the 12 DM tech-
niques and explains the development and eval-
uation of a classifier based on a DM technique. 
Section 3 describes the 13 input variables (fea-
tures). Section 4 reveals numerical experiments. 
Conclusions are in Section 5. 

2. Development and Evaluation of Clas-
sifiers 

The 12 data mining techniques to be ex-
amined have been widely applied to solve var-
ious binary classification problems. Details of 
their algorithms can be accessed in dada mining 
tutorials (Witten et. al. 2005). These 12 DM 
techniques involve k-Nearest Neighbors, CART 
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(Classification and Regression Tree), Bagged 
CART, C5.0, Stochastic Gradient Boosting, 
Logistic Regression, Regularized Logistic Re-
gression, Linear Discriminate Analysis, Ran-
dom Forest, Neural Network, and Support 
Vector Machine. 

Each DM technique can be used to devel-
op a classifier based on its distinct algorithm. 
Development of a classifier is called training; 
and performance evaluation of the trained clas-
sifier is called testing. In the following, we use 
neural network (a particular DM technique) as 
an example to explain the core ideas of training 

(classifier development) and testing (classifier 
evaluation). 

The architecture of a neural network (NN) 
model is shown in Figure 1, which involves 
three layers: input layer, hidden layer, and out-
put layer. Each layer comprises a set of nodes. 
A link is built between a pair of node (i, j), 
where i denotes each node of a particular layer 
(e.g., input layer) and j denotes each node of its 
next layer (e.g., hidden layer). And a weighting 
parameter wij shall be defined on such a link. 
Development or training of a classifier is to 
appropriately determine all link weights (wij) 
based on the algorithm of a DM technique. 

 
Figure 1: Architecture of Neural Network 

The NN technique can be used to develop 
and evaluate a classifier based on a given data 
set  S = ൛xtഥ, yതtหt=1,…,n} , in which xtഥ  repre-
sents an input vector and yതt  represents the 
output vector at time t. The data set S is divided 
into two sets S ൌ S1 ∪ S2, where training set 
S1 ൌ  ൛xtഥ, yതtหt ൌ 1,…,m} and testing set S2 ൌ
 ൛xtഥ, yതtหt ൌ m+1,…,nሽ. Training set S1 is used to 
train or develop an NN classifier by determin-
ing the weights of links (wij) so that a mapping 
function yොതt=f(xtഥ)  with a high classification 
accuracy is formed. Once the classifier has 
been trained (i.e., wij  has been determined); 
testing set S2 is used to evaluate the classifica-
tion accuracy of the classifier. 

Now we proceed to introduce four per-
formance metrics in addressing a binary classi-
fication problem. See Table 1, the classification 
results can be of four categories: true positive 
(TP), false positive (FP), false negative (FN), 
and true negative (TN). To justify the capacity 
of a trained classifier, four performance metrics 
are typically examined, which are defined as 
follows: 

Accuracy = 
TP+TN

TP+TN+FP+FN
 (1) 

Specificity = 
TN

TN+FP
 (2) 

Sensitivity = 
TP

TP+FN
 (3) 

Precision = 
TP

TP+FP
 (4) 

Accuracy denotes the average classifica-
tion capacity of the classifier, which is also 
used as the criteria in training the classifier. The 
three other performance metrics may not be 
mutually correlated; and are difficult to com-
bine together to justify the aggregate perfor-
mance of using such a classifier in stock in-
vestment. Therefore, by assuming a given trad-
ing strategy (called one batch trading policy), 
we compute annual rate of return (ARR) to 
evaluate the performance of a classifier. 

Table 1: Definitions of TP, FP, TN, and TN. 

 
Original data 

buy-day not-buy-day 

Prediction
buy-day 

True Positive 
(TP) 

False Positive
(FP) 

not-buy-day
False Negative 

(FN) 
True Negative

(TN) 

3. Input Features and Portfolios 
To form an effective classifier, we have to 

select appropriate input variables (features), 
which are variables that have a substantial im-
pact on the future trend of stock price. In this 
study, 13 input variables are examined, which 
are of two categories: macroeconomic category 
and stock trading category. 

The macroeconomics category involves 3 
variables (X1, X2, and X3). The first two varia-
bles (X1 and X2) model the impacts of money 
supply; and variable X3 denotes the TAIEX In-
dex closing price; Money supply, an aggregate 
measure of money, includes currency and liquid 



A Case Study of Stock Investment Based on Data Mining Tech-niques 17 

instruments (e.g., deposits in banks). Money 
supply can be defined in narrow or broad scope. 
According to the Central Bank of Taiwan, M1B 
is defined in narrow scope, which includes 
currency and some bank deposits that can be 
converted easily to cash. M2 is defined in broad 
scope, which includes M1B and certain bank 
deposits and funds that take a longer time to be 
converted to cash. 

X1 = M1B annual growth rate 

= 
(M1B in month i of year t) -(M1B in month i of year t-1) 

(M1B in month i of year t-1)
 (5) 

X2 = M1B annual growth rate–M2 annual growth rate (6) 

X3 = TAIEX Index closing price (7) 

The stock trading category involve 10 
variables (X4, …, X13). Of these variables, four 
ones (X4, …, X7) are to model the stock closing 
prices of four consecutive days, in which X4 = 
the closing price of day t; X5 = the closing price 
of day t-1; X6 = the closing price of day t-2; X7 
= the closing price of day t-3. Herein, day t 
denotes “today” and we attempt to justify if 
“tomorrow” (day t+1) is a “buy-day”. 

Variable X8 ൌ u/k is to model the psy-
chological line of the last k  (herein we set k = 
24) days, in which u denotes the number of 
days that are “up” against “yesterday” in terms 
of closing price. Variable X9 ൌ ሺst െ s̅t,nሻ/s̅t,n 
(called bias ratio) is to mode the trend of stock 
price for the last n = 10 days, where st denotes 
the stock closing price of today (say, day t) and 
s̅t denotes the average stock closing price of 
the last n days. 

Variable X10 models the trading volume of 
day t; variable X11 models the monthly trading 
turnover rate (monthly trading shares / out-
standing shares) at day t. Variable X12 = 
(𝑓௧ -𝑓௧ିଵ) is intended to model the potential 
momentum to buy stock, where 𝑓௧ models the 
balance of financing for buying stocks at day t. 
Variable X13 ൌ ሺst - st-1ሻ is intended to model 
the potential momentum to sell the stock where 
st models the balance of securities loans at day 
t. 

4. Numerical Experiments 
A stock (TSMC) listed in Taiwan Stock 

Exchange is used to test the 12 DM techniques. 
TSMC Inc. is the largest company in Taiwan in 
terms of market capitalization. The training and 
testing of these classifiers are implemented by 
R programming language based on neuralnet 
package and carried out in the environment of 
Inter(R) Core(TM) CPU 3.10GHz and 16.0GB. 

Data set for training and testing ranges 
from Jan. 2007 to Dec. 2016 (10 years); 80% of 
the data set is used for training and the remain-
ing 20% is for testing. Table 2 shows the dis-
tributions of “buy-day” and “not-buy-day” in 
the data sets. Notice that the percentage of 
“buy-day” and that of “not-buy-day” are both 
close to 50% (i.e., data sets are quite “bal-
ance”). 

The accuracy in training stage and the four 
performance metrics (accuracy, specificity, 
sensitivity and precision) in testing stage are 
shown in Table 3, which reveals that the accu-
racy of training stage is much better than that of 
testing stage. To evaluate performance of each 
DM classifier, we propose a trading strategy in 
order to compute the annual rate of return 
(ARR) in stock investment. 

The trading strategy is called one batch 
trading policy. Suppose we have a bank ac-
count for stock investment, initially with a bal-
ance B0. Once a “predicted buy-day” appears, 
balance in the account is wholly devoted to buy 
the stock and the balance becomes zero. In the 
coming time horizon (80 days), whenever the 
stock rises over 10%, we sell all the stocks. If 
the stock price never rises over 10% in the 
coming time horizon, we shall sell all the 
stocks at opening price at the end day of the 
time horizon. Under the trading strategy, the 
annual rate of return (ARR) for each of the 12 
DM techniques is shown in Table 4, which 
ranges from 15.0% to 25.5%. The DM tech-
nique k-Nearest Neighbor outperforms the oth-
ers. 

See Table 3 and Table 4, the neural net-
work technique reveals a very high sensitivity 
(98.5%) and a very high precision (96.2%) in 
the testing stage, which substantially outper-
forms the other DM techniques. However, it 
ARR (annual rate of return) is only 19.0%, 
substantially lower than that (25.5%) of 
k-Nearest Neighbors. This is due that TSMC in 
the testing 2 years (Jan. 2015-Dec. 2016) is in a 
business growing stage. Its stock prices tend to 
have a rise trend in this period. Therefore, a 
“not-buy-day” may have a positive rate of re-
turn (i.e., positive but lower than 10%). This 
implies that a misclassification of “buy-day” 
might even impose a positive contribution on 
rate of return. This finding sheds a light for the 
need for developing a multiple-class classifier 
in order to highly correlate the predictive accu-
racy of a classifier to its annual rate of return. 
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Table 2: Percentage of Buy-Day and Not-Buy-Day. 

Data Set Percentage of Data Set 
Buy-Day Not-Buy-Day 

Numbers Percentage Numbers Percentage 
Original Data Set 100% 1,236 51.62% 1,158 48.37% 
Training Set 80% 955 49.87% 960 50.13% 
Testing Set 20% 281 58.66% 198 41.34% 

Table 3: Classification Performance Metrics in Training and Testing. 

Algorithms 
Training Testing 
Accuracy Accuracy Specificity Sensitivity Precision

k-Nearest Neighbors 90.0% 56.2% 80.1% 22.2% 59.4% 
Bagged CART 95.2% 66.0% 66.9% 64.7% 72.9% 
Stochastic Gradient Boosting 91.6% 64.1% 86.1% 32.8% 64.5% 
Naïve Bayes 74.4% 52.4% 71.2% 25.8% 57.6% 
Logistic Regression 70.7% 59.7% 98.6% 4.6% 59.4% 
Regularized Logistic Regression 70.8% 59.3% 98.9% 3.0% 59.2% 
Classification and Regression Trees 74.7% 59.3% 81.9% 27.3% 61.5% 
Linear Discriminate Analysis 70.8% 58.7% 99.3% 1.0% 58.7% 
Random Forest 96.0% 63.5% 69.8% 54.6% 68.5% 
Neural Network 97.3% 56.4% 26.7% 98.5% 96.2% 
C5.0 96.5% 48.0% 11.7% 99.5% 97.1% 
Support Vector Machine 81.0% 44.5% 42.4% 47.5% 53.4% 

Table 4: Annual Rate of Return and Number of Investments. 

Data Mining Algorithms 

Annual Rate of Return 
Number of 

Investments
(over 10% 

return rate)

Number of 
Investments 

(less than 
10% return 

rate) 

Total 
Number of 

Investments
1st 

year 
2nd 

year
Sum Average

k-Nearest Neighbors 11.5% 39.5% 50.9% 25.5% 5 3 8 
Bagged CART 9.2% 37.3% 46.5% 23.3% 5 2 7 
Stochastic Gradient Boosting 14.2% 31.3% 45.5% 22.8% 5 3 8 
Naïve Bayes 7.5% 7.5% 43.9% 21.9% 4 4 8 
Logistic Regression 11.5% 28.6% 40.0% 20.0% 3 5 8 
Regularized Logistic Regres-
sion 

11.5% 28.6% 40.0% 20.0% 3 5 8 

Classification and Regression 
Trees 

11.5% 28.6% 40.0% 20.0% 3 5 8 

Linear Discriminate Analysis 11.5% 28.6% 40.0% 20.0% 3 5 8 
Random Forest 9.2% 29.8% 39.0% 19.5% 4 3 7 
Neural Network 20.2% 17.9% 38.1% 19.0% 3 1 4 
C5.0 20.2% 10.1% 30.3% 15.2% 4 0 4 
Support Vector Machine 13.2% 16.7% 29.9% 15.0% 3 3 6 

 

5. Conclusions 
This paper presents the application of 12 

data mining techniques to predict the “buy-day” 
for stock investment. Data mining techniques 
have been widely used in predicting stock pric-
es; yet most studies focused on the prediction 
of next trading day. This research is distin-
guished in predicting whether a trading day is a 
“buy-day” by considering a future time horizon 
(say, 80 days), where a trading day is a 
“buy-day” if the stock is expected to rise over 
10% in the coming 80 days. 

We address 13 macroeconomic and stock 
trading variables as input features of a classifier 
to be developed based on a DM technique. 
These input variables include the modeling of 
money supply, Taiwan stock exchange index, 

stock daily prices for 4 consecutive days, stock 
trends for the last 10 and 24 days, stock trading 
volume and turnover rate, and various momen-
tums to buy or sell. 

Numerical experiments reveal that the av-
erage ARR (annual rate of return) ranges from 
15.0% to 25.5% for the 12 DM techniques. 
These experiments imply that the examined 
input features have a substantial impact on the 
rate of return. One extension of this research is 
the application of this approach with possible 
enhancements of input variables to other stocks. 
The other extension is the development of a 
multiple-class classifier in order to highly cor-
relate the classifier prediction accuracy to its 
annual rate of return. 
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